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What is 
Machine Learning?

• Machine learning is an application of AI 
that enables systems to learn and improve 
from experience without being explicit ly 

programmed.
• A computer program is said to learn from 

experience E with respect to some class 
of tasks T and performance measure P, if 
its performance at tasks in T, as measured 

by P, improves with experience E.



TYPES OF 
MACHINE 
LEARNING



A TYPICAL 
MACHINE 
LEARNING 
WORKFLOW



Supervised 
Learning

Supervised learning is a type of machine learning method in which 
we provide sample labeled data to the machine learning system in 
order to train it, and on that basis, it predicts the output.

Types of Supervised Learning:

• Regression

• Classification

• Naïve Bayesian Model

• Random Forest Model

• Neural Networks

• Support Vector Machines



regression

A regression is a statistical 
technique that relates a dependent 

variable to one or more 
independent (explanatory) variables.



classification

Classification is a type of 
supervised learning technique in 
machine learning that involves 
assigning a label or category to 
input data based on its features.



Unsupervised learning

Unsupervised learning is a learning method in which a machine learns without any supervision.

In unsupervised learning, we don't have a predetermined result. The machine tries to find useful insights from 
the huge amount of data. It can be further classifieds into two categories of algorithms:

• Clustering

• Anomaly Detection and Novelty detection

• Dimensionality Reduction



clustering
A way of grouping the data points into different clusters, 
consisting of similar data points. The objects with the possible 
similarities remain in a group that has less or no similarities 
with another group.

Some common applications for clustering include the following:

• market segmentation

• social network analysis

• search result grouping

• medical imaging

• image segmentation
• anomaly detection



Model evaluation

Model evaluation is the process 
that uses some metrics which help 
us to analyze the performance of 

the model.
WHICH METRIC?? WHICH MODEL??



LET'S DO SOME BASIC MATHS!!



DID OUR MODEL STUDIED A LOT?



HYPERPARAMETER 
TUNING

A Machine Learning model is defined as 
a mathematical model with a number 
of parameters that need to be learned 

from the data.

Hyperparameters are parameters that 
cannot be directly learned from the 

regular training process. These 
parameters express important properties 
of the model such as its complexity or 

how fast it should learn.



REAL WORLD 
APPLICATIONs OF 
DEEP LEARNING









https://www.theverge.com/tldr/2019/2/15/18226005/ai-generated-fake-people-portraits-thispersondoesnotexist-stylegan

https://www.theverge.com/tldr/2019/2/15/18226005/ai-generated-fake-people-portraits-thispersondoesnotexist-stylegan


Deep Learning

Deep learning is a subset of machine 
learning, which is essentially a neural 

network with three or more layers. These 
neural networks attempt to simulate the 
behavior of the human brain—albeit far 
from matching its ability—allowing it to 

“learn” from large amounts of data.

https://www.ibm.com/topics/machine-learning
https://www.ibm.com/topics/machine-learning


BIOLOGICAL OR 
ARTIFICICAL NEURON??
• Receives n-inputs

• Multiplies each input by its 
weight

• Applies activation function to the 
sum of results

• Output results



TYPES OF ACTIVATION FUNCTIONS
In artificial neural networks, the 

activation function of a node defines 

the output of that node given an input 
or set of inputs.



https://playground.tensorflow.org/



Conclusion

Recap of topics covered

Future of machine learning and AI

Resources for further learning.

GDSC Socials

Our Contact https://github.com/gdsc-mnnita/
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